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Introduction

Suppose you tested a class in a topic and then gave them some kind of learning experience
before testing them again, and on average their scores increased by 12 points. Another teacher
in another school using a different test and another learning experience found a rise in scores of
25 points on average. How would you try to judge which was the better learning experience, in

terms of improvement in scores?

Well, you can’t just compare the changes in scores because they’re based on totally different
tests. Let’s say the first test was out of 30 and the second out of 100 — even that doesn’t help us
because we don’t know the spread of scores, or any way of mapping the results on one test into
results on the other. It’s as if every time we drove a car the speed came up in different units:
kilometres per hour, then feet per second, then poles per fortnight. Not very useful.

One of the important aspects of any test is the amount of “spread” in the scores it usually
produces, and a conventional way of measuring this is the “standard deviation” (often called SD
for short). Many test scores have a hump- or lump- or bell-shaped distribution, with most
students scoring in the middle, and fewer scoring very high or low. The theoretical distribution
usually known as the “normal distribution” often describes test scores well. This diagram shows
what the standard deviation looks like for an idealised test with a “bell-shaped” or normal

distribution of scores.
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When scores have a distribution like this, 68 percent of the scores lie within one standard
deviation of the mean, and 95 percent lie within two standard deviations of the mean. Almost all
scores lie within three standard deviations of the mean.

This standard deviation measure is a good way of comparing the spreads of different tests and
hence getting a direct comparison of what are sometimes called “change scores”. A change
score is the difference between two test scores, usually for the same kind of test taken at

different times. A change score is a way to measure progress.

There are actually two ways of getting a new measure from the test scores; one that is easier to

compare in a meaningful way:

1. “Standardise” each test to have the same mean and standard deviation, so that you can
compare score changes directly. For example, “IQ” tests tend to all have mean 100 and
standard deviation 15; international studies (such as PISA and TIMSS) go for mean 500
and standard deviation 100.

2. Divide the change score, or difference between scores over time, T, — Ty, for each test
by the standard deviation to get a fraction which is independent of the test used — we

shall call this fraction an “effect size”.

In this paper we focus on the second approach and try to show how to calculate, use and
understand effect sizes in a variety of contexts. By using effect sizes we should be able to do the

following:

e investigate differences between groups of students on a common scale (like using
kilometres/hour all the time)

e see how much change a particular teaching approach makes, again on a common scale

e compare the effects of different approaches in different schools and classrooms

e know about the uncertainty in our estimates of differences or changes, and whether
these are likely to be real or spurious.

What are standard deviations and effect sizes?

e The standard deviation is a measure of the average spread of scores about the
mean (average) score; almost all scores lie within three standard deviations of
the mean.

o An effect size is a measure that is independent of the original units of
measurement; it can be a useful way to measure how much effect a treatment or
intervention had.

Back to our example. Let’s assume we know the following and we’ll worry about how to get the

standard deviation values later:
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Class A: Test standard deviation = 10; average change in scores = 12; effect size = 1.2.

Class B: Test standard deviation = 30; average change in scores = 25; effect size = 0.83.

From these results we might be able to assume that there has been more progress in Class A
than in Class B — but how do we know that this apparent difference is real, and not just due to

random variations in the data?

So far we have introduced effect sizes and shown how they can be handy ways of comparing
differences across different measuring instruments, but this now raises a number of questions,

including:

e How do we estimate the standard deviation of the test, to divide the change score by?
e  What other comparisons can we do using effect sizes?

e How do we estimate the uncertainty in our effect size calculations?

e How do we know that differences between effect sizes are real?

e How big should an effect size be to be “educationally meaningful?

e  What are the cautions and caveats in using effect sizes?

e How easy is it to calculate an effect size for New Zealand standardised tests?

Why use effect sizes?
e To compare progress over time on the same test (most common use).
e To compare results measured on different tests.

e To compare different groups doing the same test (least common use).

Getting a standard deviation

If we have a bunch of data and want to estimate the standard deviation, then the easiest way is
probably to put it into a spreadsheet and use the internal functions to do it for you. If you want
to calculate it by hand, here is how to do it:

1. Calculate the mean of the data by adding up all the values and dividing by the number
of cases.

Subtract the mean from each value to get a “deviation” (positive or negative).

Square these deviations and add them all up.

Divide the result by the number of cases minus 1.

nok W

Take the square root to get the standard deviation.

Here is a worked example with the following values:

10, 13, 19, 24, 6, 23, 15, 18, 22, 17.
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Mean = 167/10=16.7.
. Deviations: -6.7, -3.7,2.3, 7.3, -10.7, 6.3, -1.7, 1.3, 5.3, 0.3.
3. Squared deviations: 44.89, 13.69, 5.29, 53.29, 114.49, 39.69, 2.89, 1.69, 28.09, 0.09.
Sum of these = 304.1.
4. Divide by 10-1 =9: 33.79.
5. Square root: 5.81.

Therefore the standard deviation is estimated as 5.81. However, if we tested a different bunch of
10 students with the same test we would undoubtedly get a different estimate of standard
deviation, and this means that estimating it in this way is not ideal. If the value we’re using to
standardise our results depends on the exact sample of students we use, this means our effect

size measure has an extra element of variability which needs to be taken into account.

Another issue arises when we test and retest students. Which standard deviation do we use: the
pre-test one, the post-test one, or some kind of “pooled” standard deviation? If we use the pre-
test, then it may be that all students start from the same low state of understanding and the
standard deviation is quite small (or even zero) — this will grossly inflate our effect size
calculation. The same might happen with the post-test, if we’ve brought everyone up to the
same level. The “pooled” standard deviation is basically an average of the two, but this might

also suffer from the same issues.

A better option is to use a value which is fixed for every different “outing” of the same test and
which we can use regardless of which particular group of students is tested. If the test has been
standardised on a large sample, then there should be data available on its overall standard
deviation and this is the value we can use. If it’s one we’ve constructed ourselves then we may
need to wait for data on a fair few students to become available before calculating a standard
deviation to be used for all effect size calculations.

Another option is to cheat. Suppose we have created a test which is designed to be appropriate
over a range of abilities, with an average score we expect to be about 50 percent. We also expect
about 95 percent of students to get scores between about 10 percent and 90 percent. The normal
“bell-shaped” curve (see diagram above) has 95 percent of its values between about plus or

minus twice the standard deviation from the mean.
S0 if 90 — 10 = 4 x standard deviation, then estimate the standard deviation = 20.

If we use 20 as the standard deviation for all effect size calculations, regardless of the group
tested, then we have the merits of consistency and no worries about how to estimate this. We
can check our assumption once we’ve collected enough data, and modify the value if required.

Another example: Suppose we monitored students on a rating scale, from 0 (knows nothing) to
8 (totally proficient). Then we might say that the nominal standard deviation was around 8/4 =

2.0, and use this value to compute effect sizes for all changes monitored using this scale.
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Measuring variability in test scores
o If possible, use the published standard deviation for a standardised test.

e For a test where there are no published norms, calculate the standard deviation
for each set of data, and state whether you chose to take:

¢ the standard deviation for the first set of scores
¢ the standard deviation for the second set of scores

e a pooled value that lies between the two (closer to the value from the set of
scores that has more students)

e an estimate (or “nominal SD") from the expected highest and lowest scores for
the middle 95 percent of the students:

e SD = (highest estimate — lowest estimate)/4.

Possible comparisons using effect sizes

The following broad types of comparisons are possible using effect sizes:

e differences in scores between two different groups (e.g., boys and girls)
e changes in scores for the same group of students measured twice

o relationships between different factors and scores, all considered together.

In the first type of comparison (between-group differences) we calculate an effect size by taking
the difference in mean scores between the two groups and dividing that by the nominal standard

deviation.

The second type of comparison (change scores) is what we have considered in the preceding
section. The effect size is simply computed as the average change in scores divided by the

nominal or assumed standard deviation.

Basically, the calculation is the same whatever we’re doing: take a difference in mean scores
and divide by a standard deviation.

The third type of comparison is more complex, but can be important. For example, suppose we
have a difference between boys and girls, and also a difference between those who have done
some homework and those who have not. There may be a relationship between these two
groups, so that when we consider the data all together the effect size we get for each factor
controlling for the other is smaller than it would be otherwise. Using a statistical technique such
as regression we can estimate such “joint effect sizes” and compare the magnitude of the
boy/girl difference with that of the homework/no homework distinction, each taking account of
the other.'

There are other, more appropriate, ways of measuring effect sizes in regression and related models,
but these are outside the scope of this discussion.
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Uncertainty in effect sizes
As with any statistical calculation, effect sizes are subject to uncertainty. If we repeated the
exercise with a randomly different bunch of students we would get a different answer. The

question is: How different? And how do we estimate the likely magnitude of the difference?

The term “standard error” (SE for short) is used to refer to the standard deviation in the likely
error around an estimated value. Generally, 95 percent of the time the “true” value will be
within plus or minus two SEs of the estimated value, and 68 percent of the time it will be within
plus or minus one SE of the estimated value. If we assume the standard deviation of the
underlying scores has been fixed in some way, then the SE of an effect size is just the SE in the
difference of two means divided by the standard deviation.

When we are trying to measure the average test score, we expect that an average based on five
students is less likely to be very near the true score for those students than an average based on
500 students would be. A single student having a very bad or good day could affect a five-
student average quite a lot, but would have very little effect on a 500-student average. In the
same way, the uncertainty in estimates of effect size is much greater for small groups of
students than it is for large ones. In fact, as we’ll see later, the uncertainty in effect size can be

well approximated just using the number of students involved.
The calculations work differently if we are dealing with two separate groups or with
measurements at two points in time for the same group. Let us do an example calculation both

ways, assuming an 8-point scale with nominal standard deviation 2.0.

Here are some data, for two groups A and B:

A B Diff B-A
1 3 2
3 4 1
4 5 1
3 6 3
2 4 2
5 4 -1
3 3 0
4 7 3
1 3 2
5 6 1
Mean 3.1 4.5 1.4
SD (from data) 1.45 1.43 1.26
SE = SD/n 0.46 0.45 0.40
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In scenario 1, A and B are two separate groups whose means we wish to compare. The effect
size” is (4.5-.1)/2.0 = 0.7. The SE for the mean of group A is calculated from the standard
deviation of the group A scores divided by the square root of the number of cases (10), giving
the value 0.46. A similar calculation for group B yields a value of SE equal to 0.45.

To get the SE for the difference in group means we need to combine these two separate SEs, by

squaring them, summing them, and then taking the square root.
This gives: SE of group mean difference = V(0.46+ 0.45%) = 0.64.
Therefore, SE of effect size = SE of group mean difference/(nominal SD) = 0.64/2.0 = 0.32.

A 95 percent confidence interval for the effect size is therefore 0.70 + 1.96 x 0.32 = 0.07 to
1.33.

In scenario 2, group B is just the same set of students as group A, but tested at a later point in
time. In this case we are interested in the difference scores, in the last column of the table above.
The mean is 1.4, with a standard deviation of 1.26 and SE 0.40 (= standard deviation divided by
square root of number of cases). The estimated effect size is still 0.70, but now with a value of
SE equal to 0.40/2.0 = 0.20. A 95 percent confidence interval for the effect size is therefore 0.70
+1.96x0.20=0.31 to 1.09.

If we look at the size of the two confidence intervals, why is the second (0.31 — 1.09) so much
narrower than the first (0.07 — 1.33)? In scenario 1, we measured different students on the two
occasions, so some of the differences in score will be due to differences between students, and
some due to what happened between testing points. In scenario 2, we measured the same
students on both occasions, so we expect the second scores to be relatively similar to the first,
with the difference between scores being mainly due to what happened between testing points,

which means that the effect size is measured with less error.

A simpler estimate of SEs
An even simpler way of estimating SE values makes use of the fact that we’ve kind of cancelled
out the actual standard deviations in the above formulae so that all we need to know to calculate

the standard error is the number of students. The simple formulae are:

e Two separate samples (scenario 1): SE = square root of (1 divided by number in first
group + 1 divided by number in second group) = \(1/10 + 1/10) = 0.45.

2 The value 2.0 in the formula is the “nominal” or assumed value for our scale. Instead of this, we

could used an average or “pooled” standard deviation estimated from the data as 1.44. This would
give higher estimates of effect size, but would change if we took a different sample of students.
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e Same sample retested (scenario 2): SE = square root of (1 divided by number in sample)
=(1/10) = 0.32, assuming a moderate relationship between test scores (a correlation of
r=0.5).

The main reason why these “quick” estimates are different from those calculated earlier is that
we have previously divided by a nominal standard deviation of 2.0 rather than the “pooled
estimate” of 1.44. Had we used the pooled estimate we would have had 0.64/1.44 = 0.44 and
0.4/1.44 =0.28.

This method for quickly estimating standard errors can be quite useful for judging the likely
uncertainty in effect size calculations for particular sample sizes.

Measuring variability in effect sizes

o If different groups of students did the two tests, use
SE = square root of (1/(number in first group) + 1/(number in second group))

or use Table 6.

¢ |f the same students did the two tests, use
SE = square root of (2*(1-r)/number of students)
where r is the correlation between the first and second test scores

or use Table 7.

To make calculating effect sizes and their confidence intervals easier, we have made some
tables for the main standardised tests used in New Zealand (asTTle, STAR, and PAT), see
Tables 1-7 on pages 15-23. These tables allow you to read off an approximate effect size for a
test, given a mean difference or change score. They assume that the difference is over a year,
and take into account the expected growth over that year (see the examples). Example 3 (p. 12)
shows how the tables can be used if the scores are not measured a year apart.

How do we know effect sizes are real?

This is equivalent to asking if the results are “statistically significant” — could we have got an
effect size this big by random chance, even if there was really no difference between the groups
or real change over time? Usually we take a probability of 5 percent or less as marking the point

where we decide that a difference is real.

This is actually quite easy to do using the 95 percent confidence intervals calculated as in the
above example. If the interval is all positive (or all negative) then the probability is less than 5
percent that it includes zero effect size, and we can conclude (with a fairly small chance of
being wrong) that the effect size is really non-zero. A good way of displaying all this is

graphically, especially if we are comparing effect sizes and their confidence intervals for

3 If the correlation, r, between scores is known, then the formula is SE = square root of (2(1 — r)/n),

where n is the number of students.
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different groups or different influencing factors. A “Star Wars” plot like the one below

illustrates this.
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In this kind of plot, the diamond represents the estimated effect size for each factor relative to
the outcome, and the length of the bar represents the 95 percent confidence interval. If the bar
cuts the zero line, then we can say the factor is not statistically significant. In the above plot, this
is true for factors C, D, E and F. Factors A, B and G have significant negative relationships,
while Factor H has a significant positive one. Although the effect size for H is lower than for D,
the latter is not significant and we should be cautious about ascribing any relationship here at
all, whereas we can be fairly confident that H really does have a positive relationship with the
outcome. From what we saw above, the estimates for Factors D and E, with wide confidence
intervals, would be based on far fewer test scores than those for Factors A, B, and G, with much

narrow confidence intervals.

How big is big enough?

A frequent question is “How big should an effect size be to be educationally significant?”” This
is a bit like “How long is a bit of string?”, as the answer depends a lot on circumstances and
context. Some people have set up categories for effect sizes: e.g., below 0.2 is “small”, around
0.4 is “medium” and above 0.6 is “large”. But these can be misleading if taken too literally.

Suppose you teach a class a new topic, so that initially they pretty well all rate zero on your 8-
point assessment scale. You would expect that most of them would reach at least the mid-point
of the scale afterwards, with some doing even better. An effect size of 4.0/2.0 = 2.0 (mid-point
of scale = 4; nominal standard deviation = 2) would not be an unreasonable expectation, but this
would only be “large” within a restricted context. Similarly, if you took a small group with a
limited attainment range and managed to raise their scores, you could get quite big effect sizes;
but these might not be transferable to a larger population.
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On the other hand, if you managed to raise the mathematics aptitude of the whole school
population of New Zealand by an amount equivalent to an effect size of 0.1, this would raise our
scores on international studies like PISA and TIMSS by 10 points — a result which would gain

loud applause all round.*

Cautions, caveats, and Heffalump traps for the unwary

Effect sizes are a handy way of looking at data, but they are not a magic bullet, and should
always lead to more questions and discussion. There may be circumstances which help to
explain apparent differences in effect sizes — for example, one group of students might have had
more teaching time, or a more intensive programme, than another. Looking for such apparent
differences is one of the main reactions that effect sizes should lead to.

One thing to watch out for is “regression to the mean”. This is particularly a problem when
specific groups of individuals such as those with low (or very high) attainment are targeted for
an intervention. If we take any group of individuals (class, school, nation) and test them, and
then select the lowest attaining 10 percent, perform any kind of intervention we like, and then
retest, we will normally find that the bottom 10 percent have improved relative to the rest. This
is because there is a lot of random variation in individual performance and the bottom 10

percent on one occasion will not all be the bottom 10 percent on another occasion.

This is a serious problem with any evaluation which focuses on under- (or over-) performing
students, however defined. It is essential that progress for such students be compared with
equivalent students not receiving the intervention, and not with the progress of the whole
population, or else misleading findings are extremely likely.

Whenever you calculate an effect size, make sure you also estimate a standard error and
confidence interval. Then you will be aware of the uncertainty around the estimates and not be

tempted to over-interpret the results.

Effect sizes are not absolute truth, and need to be assessed critically and with a full application
of teacher professional judgement. However, if you believe some teaching initiative or
programme is making a difference, then it should be possible to measure that difference. Effect
sizes may be one way of quantifying the real differences experienced by your students.

* It would move New Zealand’s average PIRLS score in 2006 from 532 to 542, above England and

the USA.



Judging effect sizes
e The difference is “real” if the confidence interval does not include zero.
e The importance of the difference depends on the context.

e Groups consisting only of students with the highest or lowest test scores will
almost always show regression to the mean (low scorers will show an increase;
high scorers a decrease regardless of any intervention that has taken place).

How easy is it to calculate effect sizes for New Zealand standardised
tests?

What you need to know before you can calculate an effect size is:

e the two sample means
e the expected growth for students in the relevant year levels
e the standard deviation.

The issues, really, are how to work out expected growth and a standard deviation. For
standardised tests, it is best to use the published expected growth to correct any change in score
to reflect only advances greater than expectation. Manuals or other reference material for the
tests also give the standard deviation as published from the norming study, and this is the best
value to use to calculate an effect size.

This means that, in fact, tables of effect sizes are easy to construct for a test, given the year level
of the students (see Tables 1-5).

The examples below will walk you through both doing the actual calculations, and using tables
to look up approximate values.

Example 1 (PAT Maths, one year between tests): If a group of Year 4 students achieved a PAT
Maths score of 28.2 at the start of one year, and at the start of the next the same students
achieved a score of 39.9 (in Year 5), they had a mean difference of 11.7, which is a little in
advance of the overall mean difference of 8.5 at that year level (Table 1). To look up the effect
size for this difference in Table 1, find the difference of 11.7 down the left side of the table, and
Year 5 under PAT Mathematics across the top. The nearest difference down the left-hand side is
11.5, and the matching effect size is 0.23. Had the difference been 12.0, the effect size would
have been 0.27, so if we calculated the effect size, rather than looking it up, it would probably
have come out at around 0.24, which we could take as our estimate.

Alternatively, the effect size could be calculated directly using the data in the table. Our
difference of 11.7 needs to be “deflated” by the expected growth (40.3 — 31.8 = 8.5) and then
divided by the Year 5 standard deviation of 13.2. This gives an effect size of (11.7 — 8.5)/13.2 =
0.24.
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Once we have an effect size, it is easy to add a confidence interval. Suppose that in the example
above there were 57 Year 4 students and a year later, 64 students took the test in Year 5, and
individual students were not matched (because, say, the school was one where there is a very
high transience rate). The standard error of the effect size can be read off Table 6. Both samples
are around 60 students, and matching standard error is 0.18. Had the samples been smaller, say
both were of size about 50 (this was the nearest option in the table), the standard error would
have been 0.20. If one sample was 60 and the other 50, the standard error would have been 0.19.
So, taking all these options into account, 0.18 looks like a good estimate.

A 68 percent confidence interval for the effect size would be from 0.24 — 0.18 = 0.06 to 0.24 +
0.18 = 0.42, and a 95 percent confidence interval would be from about 0.24 — 2*0.18 = -0.12 to
0.60. Using the more stringent criterion, we cannot be sure that there was an effect.

What if we had more students? If we had 120 students in Year 4 and 140 in Year 5, the standard
error would be somewhere between 0.12 and 0.14 (looking at the values for samples of 100 and
150, the nearest numbers in the table), so we can use 0.13. This would give a 68 percent
confidence interval of 0.11 to 0.37, and a 95 percent confidence interval of -0.02 to 0.50, and we
can still not be certain that there was an effect.

Example 2 (PAT Reading, one year between tests): A group of 60 Year 6 students had a mean
PAT Reading comprehension score of 38.1 and when they were in Year 7 the mean score of the
same students was 58.7. Their mean difference was 20.6, a great deal higher than the expected
growth of 53.2 — 45.0 = 8.2. The effect size, from Table 1 is 0.98 or 0.99 (PAT Reading
comprehension, Year 7, difference 20.5, which is the nearest to 20.6).

The standard error for this score is 0.08 from Table 7, assuming a correlation of 0.8 and sample
of 60. This gives a 68 percent confidence interval of 0.99 — 0.08 = 0.91 to 0.99 + 0.08 = 1.07,
and a 95 percent confidence interval of 0.99 — 2*0.08 = 0.86 to 1.15. Without doubt substantial

progress was made in this case.

Example 3 (asTTle Writing, two years between tests): A school has had an intervention for two
years. At the start, the 360 students in Year 4 at the school had an average asTTle Writing score
of 390, and two years later the 410 students then in Year 6 had an average writing score of 521.
Over the two years, they made a mean gain of 521 — 390 = 131. The tables are made for a single
year’s growth, so to use a table we need to “discount” the gain by the expected gain for the first
year (the table will do the discounting for the second year).

The expected gain in asTTle Writing between Year 4 and Year 5 is 482 — 454 = 28 (from the
top of Table 5), so our “discounted” gain is 131 — 28 = 103. In Table 5, the effect size for a
mean difference of 103, for students now in Year 6, is between 0.78 and 0.83, so we can take a
value of 0.81 (103 is a little closer to 105 than to 100).

The standard error of the effect size is between 0.07, 0.06, and 0.08 (using n; = 300 and 500 and
n, = 300 and 500 in Table 6), so using 0.07 looks a good idea.



How much difference does it make? Notes on understanding, using and calculating effect sizes for schools 13

The confidence interval for the effect size is 0.81 = 2*0.07 or 0.67 to 0.95.

We can say that the intervention appeared to be very effective.

Example 4 (STAR, not quite one year between tests): A group of 237 students had a mean
STAR stanine score of 3.7 at the start of a year, and a score of 4.5 at the end of the year. STAR
scores, and all other stanine scores, have a mean of 0 and standard deviation of 2. If a student
progresses as expected, their stanine score will stay more or less the same over time.

Table 2 is provided for completeness, but effect sizes are very easily calculated for stanine
scores (divide the mean difference by 2), and so long as the standardisation process was
appropriate for each student’s age and time of year, it doesn’t matter how far apart in time the
scores are (they do not need “discounting” for expected progress).

In this example:

Effect size = (4.5 - 3.7)/2 = 0.4 (or look up 4.5 — 3.7 = 0.8 in Table 2).

The standard error is about 0.03 as STAR tests tend to have a correlation of between 0.8 and
0.9, and the number of students is between 200 and 250, giving a confidence interval of 0.33 to

0.46. This would often be considered to indicate a moderate effect.

On the next page we present a brief summary of the ideas presented in this paper about effect

sizes.
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Summary of ideas on effect sizes

Effect sizes are a useful device for comparing results on different measures, or
over time, or between groups, on a scale which does not depend on the exact
measure being used.

Effect size measures are useful for comparing results on different tests (a
comparison of two scores on the same standardised test is not made much more
meaningful by using effect sizes).

Effect sizes can be used to compare different groups of students, but are most
often used to measure progress over time.

Effect sizes measured at two different time points need to be “deflated” to
account for expected progress (unless both measures are standardised against
expected progress — for example, stanine scores).

Published standard deviations should be used for standardised tests.

For other tests, either an approximate SD can be guessed from the spread of
scores, or the SD of the sample data can be calculated.

Effect sizes should be quoted with a confidence interval.

How the confidence interval is calculated depends on whether the same students
were measured at the two time points (matched samples) or not.

The confidence interval can be used to judge whether the effect is large enough
to be considered unlikely to be a lucky chance (the interval should not include
Zero).

Regression to the mean can produce a spuriously large effect size if the group of
students being measured was selected as being the lowest performing 10 or 20
percent.

The effect size measure discussed here is the most commonly used one, but is
only really suited to comparing two sets of scores. There are other measures for
more complicated comparisons.




15

How much difference does it make? Notes on understaning, using and calculating effect sizes for schools

690 790 190 190 870 10 170 70 690 €90 ¥50 90 190 €50 G6°0 0.0 680 680 ¢L'0 670 6v'0 | 0GT
990 190 ¥9'0 150 G0 8¢0 8¢0 0r'0 G590 650 0S50 a4\ 150 670 160 590 080 680 890 S0 Sy'0 | ST
¢90 LS50 090 ¥5°0 0 G€0 ¥€0 9€0 190 G50 970 8€0 €90 97’0 980 190 9.0 180 ¥9°0 [4740 ¢r0 | 01T
650 ¥50 150 0S50 8¢°0 ¢e0 1¢€°0 ¢e0 150 190 ¢ro 0] 670 er'o ¢80 150 ¢L'0 9.0 090 8¢0 8€0 | G€T
G50 050 €50 L0 Ge'0 820 82°0 82°0 ¢S0 L0 8¢0 0€0 G0 6€0 8.0 ¢S50 890 ¢L0 950 ¥e0 ¥€0 | 0€T
¢S50 Ly0 090 evo T€0 G¢0 G¢0 ¥Z0 8r'0 ev'o ¥€0 9¢0 (4740 9€0 €L0 8r'0 ¥9°0 89°0 ¢S50 0€0 0€0 | 9T mGn
670 70 L0 0r'0 820 ¢c0 ¢c0 020 v7'0 6€0 0€0 ¢c0 8¢°0 €0 690 er'o 090 790 870 120 L[Z20 | 0¢CT m
G0 0r'0 ev'o 9¢0 G20 670 670 910 0r'0 G0 920 8T°0 ¥€0 0€0 G590 6€°0 950 650 70 €20 €¢o | 9T m
(4740 LED or'0 €e0 120 910 910 [4%0) 9€0 T€0 [4A0) 10 0€0 9¢0 090 G€0 ¢S50 G50 or'0 670 610 | 0TT m
6€°0 €0 9¢0 620 8T°0 €10 €10 800 ¢e0 120 8T°0 0T°0 120 €20 950 0€0 870 190 G0 GT0 GT0 | G0T W
Ge'0 0€0 €0 920 ST°0 600 600 ¥0'0 82°0 €20 ¥10 900 €20 020 ¢S50 920 70 L0 1€°0 170 170 | 00T m
¢€0 120 0€0 ¢c0 170 900 900 000 ¥Zo 670 0170 ¢00 670 910 Ly0 120 or'0 (4740 120 800 800 | 96 m
&
8¢°0 €C0 920 670 800 €00 €00 v0'0-  0¢0 GT°0 900 ¢00- ST €10 er'o LT0 9¢0 8¢°0 €20 700 ¥00 | 06
G20 020 €C0 ST°0 G500 000 000 800- 910 170 ¢00 900- TT0 0T'0 6€°0 ¢To ¢€0 ¥€0 670 000 000 | 98
[4A0) 91’0 0¢0 [A%0) 100 €00- €00 | ¢T0- TTO 100 ¢00- 600- 800 100 ve0 800 8¢0 0€0 ST0 ¥00- ¥00- | 08
8T°0 €10 910 800 ¢00- 900~ 900 | 910~ L0O ¢00 900- €10~ ¥00 €00 0€0 700 ¥¢0 G20 170 800- 800~ | 6L
ST0 0T'0 €10 G0'0 G00- 600~ 600 | 0CO- €00 ¢00- 0T0- LTO- 000 000 920 T00- 0¢0 120 100 170- 170 | 0L
8T LyT 8T evl 04T 8'qT 097 &4’ 44" et 9¢T Lt el ¢qt 91T eTT et 8Tl X4 ¢el TeT 3l03S [Vd 0 ads
G0L L'99 1709 0G5S L8y 6'0¥ v'ce G9.L 029 ¥'09 C'eS 0'sy 8'GE 8'8¢ 9'99 9'¢9 GGG 6'0S 14%14 oy 8'1¢ 3103S |Vd Uesi\
0T 6 8 L 9 q 14 0T 6 8 L 9 S 14 0T 6 8 L 9 S 1% [8A8] Jeak 1Ny
Krejngesop Buipeay 1vd uoisuayaidwo) Buipesy 1vd sonewaye 1vd

6’8 = 8'1€ — €' 0% ST y3moI3 pa3oadxo Y} ‘SONBWIYILW Ul G Jed X 0} 4 Jed A wol) ‘Q[dwexa 10, "S[OA] JeaA 0M] J0J SAI03S |V J UBdW O} WOIJ PIJe[No[ed
9Q UBD [AJ] JBAA OB JB QJUAIYIP Pooadxd oy, "dAneSou SI 9ZIS J09JJ0 oy} ‘pajoadxo Uey) SS9 SI JOUSIMJIP Y} AIOYA\ “JedA SUO IoA0 3moI3 pajoadxo
JUNOd9E 0Jul SuIye) ‘S)S9) AIY} Y} JO OB JOJ PUR [IAJ] JIA (O8I JB “QIUAIIJIP UBIW PIAJIYIL I} JOJ SIZIS 199JJ0 Y} a1 J[qe) A} JO Apoq Y} ul sy Ay,

S9.103S ] VVd 104 SaZIS 109}4F

T9lgel




16

How much difference does it make? Notes on under standing, using and calculating effect sizes for schools

9T ¢eT €T 1€7 1T 0T e0T T 197 Sr'T €eT el 9T 81T 187 89T 997 VLT ¢ST T ST | 0G¢

€eT 6¢T T€7 LCT 77 107 00T 1¢T A A wT 6CT 0CT €eT 1T LLT ¥S'T 9T 697 8r'T 1¢T T¢T | S1¢

0eT ST 8¢T T 80T 860 160 JAN ev't LET ST JAN) 6¢T (4N LT 08T 89T 99T T JAN LTT | 0¥C

9T T el 0CT S0T S6°0 ¥6°0 eTT 6ET €eT 1¢T Tt T 60T 897 Sr'T ST 197 or'T vT'1 vTT | §€

YA 817 1¢T LTT 107 <60 160 60T veT 8¢T LTT 60T 1¢T S0'T 97 wT 0S'T LST 9T 017 0TT | 0°€C

0CT 1T 81T eTT 860 680 880 S0'T 0eT T eTT S0'T LTT 0T 69T 9T 'l €q'T ¢eT 90T 90T | §¢C

917 [N vT'1 01T S6°0 G8'0 780 107 9T 0CT 01T 107 vT'1 66°0 69T (4" wT 8r'T 8¢T 0T ¢0T | 0¢C o

eTT 80T 77 907 160 ¢80 180 160 [ 91’7 90T 160 017 G6°0 197 LCT LET Wi ¢l 860 860 | 9T¢C W

60T 0T 10T €0t 880 6,0 8L0 €60 81T 4N 0T €60 90T <60 A A €T €eT or'T 0CT G6°0 G660 | 0T¢C m

90T 107 70T 660 G8'0 9.0 GL0 680 vT'T 80T 860 680 0T 680 T 61T 6¢T 9T 917 160 160 | §0¢ W

€01 860 10T 96°0 180 €L0 ¢L'0 680 0T'T ¥0'T 760 680 860 980 8T 'l ST 1€T A% 180 180 | 00¢C m

660 G6°0 160 <60 8L0 0L0 69°0 180 90T 00T 060 180 G6°0 ¢80 ¥E'T 017 1¢T 12T 80T €80 €80 | 96T m

960 160 ¥6°0 680 GL0 99'0 99'0 LL0 0T 960 980 LL0 160 6.0 6CT G0T LTT €T 0T 080 080 | 06T m

€60 880 160 680 1.0 €90 €90 €L0 860 ¢6°0 ¢80 €L0 180 9.0 ST 10T eTT 617 00T 9.0 9,0 | 98T 3

680 780 180 ¢80 890 090 690 690 €60 880 8L0 69°0 €80 ¢L0 1¢T 960 60T T 960 ¢L0 ¢L0 | 08T

980 180 780 8L°0 S9°0 LS50 990 G590 680 780 ¥.°0 S9°0 080 690 91T ¢6°0 0T 01T ¢6°0 890 890 | ST

¢80 8.0 080 GL0 190 ¥50 €50 090 680 080 0.0 190 9.0 990 ¢TT 880 10T 90T 880 790 90 | 0T

6.0 ¥.0 LL0 1L0 890 190 050 990 180 9.0 990 LS50 ¢L0 €90 80T €80 160 0T 780 190 190 | 99T

9.0 TL0 ¥.°0 890 G50 70 70 ¢S50 LL0 ¢L0 ¢90 750 890 690 e0T 6,0 €60 160 080 LS50 LS50 | 09T

¢L'0 190 0.0 ¥9'0 150 70 70 870 €L0 190 850 050 790 950 660 vL'0 680 €60 9.0 €50 €50 | 99T

8T L'yt 8T evt 09T 8'qT 097 ¥ 44" et 97¢t Lt el ¢qt 91T eTT eer 8Tl |44} el TeT 8103s [vVdJoads
G0.L L'99 1709 0'9S L8y 6'0v v'ee §9. 029 709 ¢'€s (1X°14 8'GE 8'8¢ 9'99 929 §'qg 6'0S 174414 eor 8'T¢ 3103S 1Vd uesiy
0T 6 8 L 9 q 14 0T 6 8 L 9 S 1% 0T 6 8 L 9 S 14 [9A8] Jeak Jus1n)

Kreingeaop Buipeay 1vd uoisuayaidwo) Buipeay 1vd Sonewayiey 1vd

pPaNuUNUOd — S8109S | Vd 10} S8zZIs 193}13

T9lgel




17

How much difference does it make? Notes on under standing, using and calculating effect sizes for schools

16T 98T 68T 18T 89T GS'T €qT 06T 91°¢ 0T°¢ 16T 18T 16T L7 0S¢ 6¢'¢C T€¢ (4744 L1¢ 98T 98T | 0°¢E

187 €87 68T €87 997 ¢ST 09T 68T [4%4 90¢ €67 €87 €67 897 9’ T4 LCC LEC eT’¢e 8T ¢8T | §¢E

81 08T 8T 08T 197 67T AA 187 80¢C ¢0¢ 68T 08T 68T 791 e 0¢¢ €¢¢ €e¢ 60¢C 8LT 8LT | 0¢E

08T 9T 8LT 9T 89T 9T T LLT ¥0'¢ 86'T 8T 9T 98T 197 LEC 91°¢ 6T°¢ 6¢'¢C G0'¢ VLT vLT | GTE

LLT eLT QLT eLT 69T [AA" wT eLT 00¢ €67 187 LT 8T 89T €e¢ [4%4 14 T4 10¢C 0LT 0LT | 0T€ o

VLT 697 LT 697 197 6ET 8ET 697 9T 68T LLT 897 8LT 69T 8¢¢ L0¢C 11°¢ 0¢¢ 16T 197 19T | §0€ W

0LT 997 897 997 8r'T 9T ¥ET 99T 6T 8T eLT 9T VLT 167 vee €0¢ L0¢ 91°¢ €6'T €97 €9T | 00€ m

197 €97 997 97 Sr'T €eT 1€7 197 88T 187 69T 097 0LT 8r'T 0¢¢e 86T ¢0¢ [4%4 68T 69T 69T | 96¢ W

Y91 69T 197 69T wT 0ET 8¢T LST 8T LLT 99T 99T 197 Sr'T 91°¢ ¥6'T 86T 80¢C 68T 69T 69T | 06¢ m

097 98T 89T GS'T 8T 2T ST €q'T 08T eLT 197 ¢ST €97 wT T1°¢ 68T ¥6'T €0¢ 187 ¢ST ¢ST | 98¢ m

LST ¢ST Gq'T ¢ST GeT €T [ 67T QLT 697 LST 8r'T 69T 8eT L0¢C 68T 06T 66'T LLT 8r'T 8y'T | 08¢ m

eqT 6v'T 197 8r'T 1€7 0CT 61T Sr'T LT 99T €qT Wi GqT GET €0¢ 187 987 6T eLT T Wl | §LC w

08T 'l 8r'l Syl 8¢t LTT 91’7 wT 197 197 6v'T or'T ¢ST ¢eT 86'T 9T 8T 16T 69T or'T or'tT | 0°LC

AA [AA" Sr'T wT ST Y71 eTT LET €97 LST Sr'T 9T 8r'T 8¢T ¥6'T LT 8LT 987 997 9T 9T | 99¢

er'T 6ET wT 8eT 1¢T 177 60T €eT 69T €97 wT ¢eT Wi T 06T 197 VLT 8T 097 €eT €ET | 09¢

or'T GeT 8T ¥ET 81T 80T 90T 6¢'T GS'T 6v'T LET 8¢t or'T (4 8T €97 0LT 8LT 98T 6¢T 6¢T | 99¢

8T L'yt 8T evt 09T 8'qT 097 ¥ 44" et 97¢t Lt el ¢qt 91T eTT eer 8Tl |44} el TeT 8103s [vVdJoads
G0.L L'99 1709 0'9S L8y 6'0v v'ee §9. 029 709 ¢'€s (1X°14 8'GE 8'8¢ 9'99 929 §'qg 6'0S 174414 eor 8'T¢ 3103S 1Vd uesiy
0T 6 8 L 9 q 14 0T 6 8 L 9 S 1% 0T 6 8 L 9 S 14 [9A8] Jeak Jus1n)

Kreingeaop Buipeay 1vd uoisuayaidwo) Buipeay 1vd Sonewayiey 1vd

panunuod — S8109S | Vd 10} S8z1s 199)J3 T 9|gel




How much difference does it make? Notes on understanding, using and cal culating effect sizes for schools

18

Table 2 Effect sizes for STAR test scores

STAR scores are stanines, so the expected change is 0, and standard deviation is 2.

Stanine difference Effect size
0.2 0.1
0.4 0.2
0.6 0.3
038 0.4
1 0.5
12 0.6
14 0.7
1.6 0.8
1.8 0.9
2 1
2.2 11
24 12
2.6 1.3
2.8 14
3 15
3.2 1.6
34 1.7
36 1.8
38 1.9
4 2
4.2 2.1
4.4 2.2
4.6 2.3
4.8 2.4
5 25
5.2 2.6
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Table 3 Effect sizes for asTTle Mathematics scores

The effect size values in the table are for differences across one year. The calculations are
based on a standard deviation of 100.

asTTle Mathematics

Current year level 4 5 6 7 8 9 10 11 12

Mean asTTle score 410 470 502 541 638 774 807 828 848

44.0 -0.16 -0.16 0.12 0.05 -0.53 -0.92 011 0.23 0.24
46.0 -0.14 -0.14 0.14 0.07 -0.51 -0.90 0.13 0.25 0.26
48.0 -0.12 -0.12 0.16 0.09 -0.49 -0.88 0.15 0.27 0.28

50.0 -0.10 -0.10 0.18 0.11 -0.47 -0.86 0.17 0.29 0.30
52.0 -0.08 -0.08 0.20 013 -0.45 -0.84 0.19 031 0.32
54.0 -0.06 -0.06 0.22 0.15 -0.43 -0.82 021 0.33 0.34
56.0 -0.04 -0.04 0.24 0.17 -0.41 -0.80 0.23 0.35 0.36

58.0 -0.02 -0.02 0.26 0.19 -0.39 -0.78 0.25 0.37 0.38
60.0 0.00 0.00 0.28 021 0.37 -0.76 0.27 0.39 0.40
62.0 0.02 0.02 0.30 0.23 -0.35 -0.74 0.29 041 042
64.0 0.04 0.04 0.32 0.25 -0.33 -0.72 0.31 0.43 0.44

66.0 0.06 0.06 0.34 0.27 -0.31 -0.70 0.33 0.45 0.46
68.0 0.08 0.08 0.36 0.29 -0.29 -0.68 0.35 047 048
70.0 0.10 0.10 0.38 031 -0.27 -0.66 0.37 0.49 0.50
72.0 0.12 0.12 0.40 0.33 -0.25 -0.64 0.39 0.51 0.52

74.0 0.14 0.14 0.42 0.35 -0.23 -0.62 0.41 0.53 0.54
76.0 0.16 0.16 0.44 0.37 0.21 -0.60 043 0.55 0.56
78.0 0.18 0.18 0.46 0.39 -0.19 -0.58 0.45 0.57 0.58
80.0 0.20 0.20 0.48 0.41 -0.17 -0.56 0.47 0.59 0.60

82.0 0.22 0.22 0.50 0.43 -0.15 -0.54 0.49 0.61 0.62
84.0 0.24 0.24 0.52 0.45 -0.13 -0.52 051 0.63 0.64
86.0 0.26 0.26 0.54 047 0.11 -0.50 0.53 0.65 0.66
88.0 0.28 0.28 0.56 0.49 -0.09 -0.48 0.55 0.67 0.68

Difference between mean scores

90.0 0.30 0.30 0.58 0.51 -0.07 -0.46 0.57 0.69 0.70
92.0 0.32 0.32 0.60 0.53 -0.05 -0.44 0.59 071 0.72
94.0 0.34 0.34 0.62 0.55 -0.03 -0.42 0.61 0.73 0.74
96.0 0.36 0.36 0.64 0.57 -0.01 -0.40 0.63 0.75 0.76

98.0 0.38 0.38 0.66 0.59 0.01 -0.38 0.65 0.77 0.78
100.0 0.40 0.40 0.68 0.61 0.03 -0.36 0.67 0.79 0.80
105.0 0.45 0.45 0.73 0.66 0.08 -0.31 0.72 0.84 0.85
110.0 0.50 0.50 0.78 0.71 0.13 -0.26 0.77 0.89 0.90

115.0 0.55 0.55 0.83 0.76 0.18 -0.21 0.82 0.94 0.95
120.0 0.60 0.60 0.88 081 0.23 -0.16 0.87 0.99 1.00
125.0 0.65 0.65 0.93 0.86 0.28 -0.11 0.92 1.04 1.05
130.0 0.70 0.70 0.98 0.91 0.33 -0.06 0.97 1.09 1.10

135.0 0.75 0.75 1.03 0.96 0.38 -0.01 1.02 1.14 1.15
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Table 3 Effect sizes for asTTle Mathematics scores — continued

asTTle Mathematics

Current year level 4 5 6 7 8 9 10 11 12
Mean asTTle score 410 470 502 541 638 774 807 828 848
140.0 0.80 0.80 1.08 1.01 0.43 0.04 1.07 1.19 1.20
145.0 0.85 0.85 1.13 1.06 0.48 0.09 1.12 1.24 1.25
150.0 0.90 0.90 1.18 111 0.53 0.14 1.17 1.29 1.30
155.0 0.95 0.95 1.23 1.16 0.58 0.19 122 1.34 1.35
160.0 1.00 1.00 1.28 1.21 0.63 0.24 1.27 1.39 1.40
g 165.0 1.05 1.05 1.33 1.26 0.68 0.29 1.32 1.44 1.45
@
= 170.0 1.10 1.10 1.38 131 0.73 0.34 1.37 1.49 1.50
GE) 175.0 115 115 1.43 1.36 0.78 0.39 142 1.54 1.55
% 180.0 1.20 1.20 1.48 141 0.83 0.44 147 159 1.60
% 185.0 1.25 1.25 1.53 1.46 0.88 0.49 1.52 1.64 1.65
§ 190.0 1.30 1.30 1.58 151 0.93 0.54 1.57 1.69 1.70
'E 195.0 1.35 1.35 1.63 1.56 0.98 0.59 1.62 174 1.75
200.0 1.40 1.40 1.68 1.61 1.03 0.64 1.67 1.79 1.80
210.0 1.50 1.50 1.78 171 1.13 0.74 1.77 1.89 1.90
220.0 1.60 1.60 1.88 1.81 1.23 0.84 1.87 1.99 2.00
230.0 1.70 1.70 1.98 1.91 1.33 0.94 1.97 2.09 2.10
240.0 1.80 1.80 2.08 2.01 1.43 1.04 2.07 2.19 2.20




How much difference does it make? Notes on understanding, using and cal culating effect sizes for schools 21

Table 4 Effect sizes for asTTle Reading scores

The effect size values in the table are for differences across one year. The calculations are
based on a standard deviation of 100.

asTTle Reading

Current year level 4 5 6 7 8 9 10 11 12

Mean asTTle score 412 462 489 508 517 634 728 768 780

44.0 -0.06 -0.06 0.17 0.25 0.35 -0.73 -0.50 0.04 0.32
46.0 -0.04 -0.04 0.19 0.27 0.37 0.71 -0.48 0.06 0.34
48.0 -0.02 -0.02 021 0.29 0.39 -0.69 -0.46 0.08 0.36

50.0 0.00 0.00 0.23 0.31 041 -0.67 -0.44 0.10 0.38
52.0 0.02 0.02 0.25 0.33 043 -0.65 -0.42 0.12 0.40
54.0 0.04 0.04 0.27 0.35 0.45 -0.63 -0.40 0.14 0.42
56.0 0.06 0.06 0.29 0.37 0.47 -0.61 -0.38 0.16 0.44

58.0 0.08 0.08 0.31 0.39 0.49 -0.59 -0.36 0.18 0.46
60.0 0.10 0.10 0.33 041 051 -0.57 -0.34 0.20 0.48
62.0 0.12 0.12 0.35 043 0.53 -0.55 -0.32 0.22 0.50
64.0 0.14 0.14 0.37 0.45 0.55 -0.53 -0.30 0.24 0.52

66.0 0.16 0.16 0.39 0.47 0.57 -0.51 -0.28 0.26 0.54
68.0 0.18 0.18 041 0.49 0.59 -0.49 -0.26 0.28 0.56
70.0 0.20 0.20 043 051 0.61 -0.47 -0.24 0.30 0.58
72.0 0.22 0.22 0.45 0.53 0.63 -0.45 -0.22 0.32 0.60

74.0 0.24 0.24 0.47 0.55 0.65 -0.43 -0.20 0.34 0.62
76.0 0.26 0.26 0.49 0.57 0.67 -0.41 -0.18 0.36 0.64
78.0 0.28 0.28 051 0.59 0.69 -0.39 -0.16 0.38 0.66
80.0 0.30 0.30 0.53 0.61 0.71 -0.37 -0.14 0.40 0.68

82.0 0.32 0.32 0.55 0.63 0.73 -0.35 -0.12 0.42 0.70
84.0 0.34 0.34 0.57 0.65 0.75 -0.33 -0.10 0.44 0.72
86.0 0.36 0.36 0.59 0.67 0.77 -0.31 -0.08 0.46 0.74
88.0 0.38 0.38 0.61 0.69 0.79 -0.29 -0.06 0.48 0.76

Difference between mean scores

90.0 0.40 0.40 0.63 0.71 0.81 -0.27 -0.04 0.50 0.78
92.0 042 042 0.65 0.73 0.83 -0.25 -0.02 0.52 0.80
94.0 0.44 0.44 0.67 0.75 0.85 -0.23 0.00 0.54 0.82
96.0 0.46 0.46 0.69 0.77 0.87 -0.21 0.02 0.56 0.84

98.0 0.48 0.48 0.71 0.79 0.89 -0.19 0.04 0.58 0.86
100.0 0.50 0.50 0.73 0.81 091 -0.17 0.06 0.60 0.88
105.0 0.55 0.55 0.78 0.86 0.96 -0.12 0.11 0.65 0.93
110.0 0.60 0.60 0.83 0.91 1.01 -0.07 0.16 0.70 0.98

115.0 0.65 0.65 0.88 0.96 1.06 -0.02 0.21 0.75 1.03
120.0 0.70 0.70 0.93 1.01 111 0.03 0.26 0.80 1.08
125.0 0.75 0.75 0.98 1.06 1.16 0.08 031 0.85 113
130.0 0.80 0.80 1.03 111 121 0.13 0.36 0.90 1.18

135.0 0.85 0.85 1.08 1.16 1.26 0.18 041 0.95 1.23
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Table 4 Effect sizes for asTTle Reading scores — continued

asTTle Reading

Current year level 4 5 6 7 8 9 10 11 12
Mean asTTle score 412 462 489 508 517 634 728 768 780
140.0 0.90 0.90 1.13 1.21 1.31 0.23 0.46 1.00 1.28
145.0 0.95 0.95 1.18 1.26 1.36 0.28 0.51 1.05 1.33
150.0 1.00 1.00 1.23 131 141 0.33 0.56 1.10 1.38
155.0 1.05 1.05 1.28 1.36 1.46 0.38 0.61 115 143
160.0 1.10 1.10 1.33 141 151 0.43 0.66 1.20 1.48
% 165.0 1.15 1.15 1.38 1.46 1.56 0.48 0.71 1.25 1.53
@
< 170.0 1.20 1.20 1.43 151 1.61 0.53 0.76 1.30 1.58
% 175.0 1.25 1.25 1.48 1.56 1.66 0.58 0.81 1.35 1.63
§ 180.0 1.30 1.30 1.53 1.61 1.71 0.63 0.86 1.40 1.68
% 185.0 1.35 1.35 1.58 1.66 1.76 0.68 0.91 145 1.73
§ 190.0 1.40 1.40 1.63 171 1.81 0.73 0.96 1.50 1.78
'E 195.0 1.45 1.45 1.68 1.76 1.86 0.78 1.01 1.55 1.83
200.0 1.50 1.50 1.73 1.81 1.91 0.83 1.06 1.60 1.88
210.0 1.60 1.60 1.83 1.91 2.01 0.93 1.16 1.70 1.98
220.0 1.70 1.70 1.93 2.01 211 1.03 1.26 1.80 2.08
230.0 1.80 1.80 2.03 211 2.21 113 1.36 1.90 2.18
240.0 1.90 1.90 2.13 221 231 1.23 1.46 2.00 2.28
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Table 5 Effect sizes for asTTle Writing scores

The effect size values in the table are for differences across one year. The calculations are
based on a standard deviation of 100.

asTTle Writing
Current year level 4 5 6 7 8 9 10 11 12
Mean asTTle score 454 482 504 518 536 590 633 639 669

44.0 0.16 0.16 0.22 0.30 0.26 -0.10 0.01 0.38 0.14
46.0 0.18 0.18 0.24 0.32 0.28 -0.08 0.03 0.40 0.16
48.0 0.20 0.20 0.26 0.34 0.30 -0.06 0.05 0.42 0.18

50.0 0.22 0.22 0.28 0.36 0.32 -0.04 0.07 0.44 0.20
52.0 0.24 0.24 0.30 0.38 0.34 -0.02 0.09 0.46 0.22
54.0 0.26 0.26 0.32 0.40 0.36 0.00 011 0.48 0.24
56.0 0.28 0.28 0.34 0.42 0.38 0.02 0.13 0.50 0.26

58.0 0.30 0.30 0.36 0.44 0.40 0.04 0.15 0.52 0.28
60.0 0.32 0.32 0.38 0.46 042 0.06 0.17 0.54 0.30
62.0 0.34 0.34 0.40 048 0.44 0.08 0.19 0.56 0.32
64.0 0.36 0.36 0.42 0.50 0.46 0.10 0.21 0.58 0.34

66.0 0.38 0.38 0.44 0.52 0.48 0.12 0.23 0.60 0.36
68.0 0.40 0.40 0.46 0.54 0.50 0.14 0.25 0.62 0.38
70.0 042 0.42 0.48 0.56 0.52 0.16 0.27 0.64 0.40
72.0 0.44 0.44 0.50 0.58 0.54 0.18 0.29 0.66 0.42

74.0 0.46 0.46 0.52 0.60 0.56 0.20 0.31 0.68 0.44
76.0 048 048 0.54 0.62 0.58 0.22 0.33 0.70 0.46
78.0 0.50 0.50 0.56 0.64 0.60 0.24 0.35 0.72 0.48
80.0 0.52 0.52 0.58 0.66 0.62 0.26 0.37 0.74 0.50

82.0 0.54 0.54 0.60 0.68 0.64 0.28 0.39 0.76 0.52
84.0 0.56 0.56 0.62 0.70 0.66 0.30 041 0.78 0.54
86.0 0.58 0.58 0.64 0.72 0.68 0.32 043 0.80 0.56
88.0 0.60 0.60 0.66 0.74 0.70 0.34 0.45 0.82 0.58

Difference between mean scores

90.0 0.62 0.62 0.68 0.76 0.72 0.36 0.47 0.84 0.60
92.0 0.64 0.64 0.70 0.78 0.74 0.38 0.49 0.86 0.62
94.0 0.66 0.66 0.72 0.80 0.76 0.40 051 0.88 0.64
96.0 0.68 0.68 0.74 0.82 0.78 0.42 0.53 0.90 0.66

98.0 0.70 0.70 0.76 0.84 0.80 0.44 0.55 0.92 0.68
100.0 0.72 0.72 0.78 0.86 0.82 0.46 0.57 0.94 0.70
105.0 0.77 0.77 0.83 091 0.87 051 0.62 0.99 0.75
110.0 0.82 0.82 0.88 0.96 0.92 0.56 0.67 1.04 0.80

115.0 0.87 0.87 0.93 1.01 0.97 0.61 0.72 1.09 0.85
120.0 0.92 0.92 0.98 1.06 1.02 0.66 0.77 114 0.90
125.0 0.97 0.97 1.03 111 1.07 071 0.82 1.19 0.95
130.0 1.02 1.02 1.08 1.16 112 0.76 0.87 124 1.00

135.0 1.07 1.07 1.13 121 117 0.81 0.92 1.29 1.05
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Table 5 Effect sizes for asTTle writing scores — continued

asTTle writing

Current Year level 4 5 6 7 8 9 10 11 12
Mean asTTle score 454 482 504 518 536 590 633 639 669
140.0 1.12 1.12 1.18 1.26 1.22 0.86 0.97 1.34 1.10

145.0 117 117 1.23 131 1.27 0.91 1.02 1.39 1.15

150.0 1.22 1.22 1.28 1.36 1.32 0.96 1.07 1.44 1.20

155.0 1.27 1.27 1.33 141 1.37 1.01 112 1.49 1.25

160.0 1.32 1.32 1.38 1.46 1.42 1.06 1.17 1.54 1.30

g 165.0 1.37 1.37 143 151 147 111 1.22 1.59 1.35

% 170.0 1.42 1.42 1.48 1.56 1.52 1.16 1.27 1.64 1.40

GE) 175.0 147 1.47 1.53 1.61 1.57 121 1.32 1.69 1.45

% 180.0 1.52 1.52 1.58 1.66 1.62 1.26 137 1.74 1.50

% 185.0 157 157 1.63 171 1.67 131 1.42 1.79 1.55

§ 190.0 1.62 1.62 1.68 1.76 1.72 1.36 147 1.84 1.60

'E 195.0 1.67 1.67 1.73 1.81 1.77 141 1.52 1.89 1.65
200.0 1.72 1.72 1.78 1.86 1.82 1.46 1.57 1.94 1.70

210.0 1.82 1.82 1.88 1.96 1.92 1.56 1.67 2.04 1.80

220.0 1.92 1.92 1.98 2.06 2.02 1.66 177 2.14 1.90

230.0 2.02 2.02 2.08 2.16 212 1.76 1.87 2.24 2.00

240.0 212 212 2.18 2.26 2.22 1.86 1.97 2.34 2.10
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